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ABSTRACT: We carry out an accurate computational
analysis on the nature and distribution of electronic trap
states in shape-tailored anatase TiO2 structures, investigating
the effect of the morphology on the electronic structure.
Linear nanocrystal models up to 6 nm in length with various
morphologies, reproducing both flattened and elongated rod-
shaped TiO2 nanocrystals, have been investigated by DFT
calculations, to clarify the effect of the crystal facet percentage
on the nanocrystal electronic structure, with particular
reference to the energetics and distribution of trap states.
The calculated densities of states below the conduction band
edge have been very well fitted assuming an exponential distribution of energies and have been correlated with experimental
capacitance data. In good agreement with the experimental phenomenology our calculations show that elongated rod-shaped
nanocrystals with higher values of the ratio between (100) and (101) facets exhibit a relatively deeper distribution of trap states.
Our results point at the crucial role of the nanocrystal morphology on the trap state density, highlighting the importance of a
balance between the low-energy (101) and high-energy (100)/(001) surface facets in individual TiO2 nanocrystals.
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1. INTRODUCTION

Dye-sensitized solar cells (DSCs) represent a promising
approach to the direct conversion of sunlight into electrical
energy at low cost and high efficiency.1,2 Compared with
traditional inorganic solar cells, DSCs have the peculiarity that
the three main functionalities of the solar cell, i.e., the light
absorption, the charge carrier separation, and their transport,
are fulfilled by different materials, enabling the optimization of
each component separately. DSCs are constituted by a dye-
sensitized mesoporous oxide layer, typically TiO2, inter-
penetrated by a liquid redox electrolyte (typically I−/I3

− or
Co(II)/Co(III)−polypyridine complexes in a volatile organic
solvent). The photoexcitation of the chemisorbed dye results in
injection of an electron in the oxide conduction band (CB) and
electron transport through the oxide film to the TCO-coated
glass working electrode. The power conversion efficiencies
rapidly settled around 10% in the late 1990s, achieving in 2011
a record value of 12.3% employing a zinc-porphyrin dye as
sensitizer in conjunction with a cobalt(II/III) as electrolyte.3

The high surface area of nanoparticulate TiO2 films, while
enhancing the dye loading, substantially hinders electron

transport through the oxide network, thus limiting the
charge-collection efficiency.4,5 In nanostructured TiO2 films,
photoinjected electron transport proceeds by diffusion.5−8 As a
consequence, the electron mobility is more than two orders of
magnitude lower than in the corresponding bulk crystals,7,8

suggesting a high concentration of electron-trapping sites.9,10

The electronic structure of semiconductor nanoparticles is
characterized by CB states (or transport states or extended
states), responsible for effective electron transport, and band
gap states (or trap states or localized states) that trap and
release electrons from and to the CB.10,11 The investigation of
electronic trap states in single crystal and colloidal TiO2 has
been the subject of extensive research in the latest ten
years.12−17 A general consensus has been achieved that TiO2
nanocrystals (NCs) show a low-energy tail of localized states
below the CB edge.17−20 In the presence of a broad distribution
of localized states, where photoinjected electrons can relax,
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electronic transport in mesoporous nanostructured photo-
anodes can be described by the multiple-trapping model;21−26

i.e., it proceeds in an iterative fashion of thermal detrapping,
diffusion in the extended CB states, and retrapping. As a result,
transport is modulated by electron time in traps. The number
and energy depth of traps states is believed to affect the
recombination processes of injected photoelectrons with the
oxidized dye molecules or the electron acceptors in the
electrolyte. Bisquert and coworkers have found that an
exponential density of states (DOS) below the CB adequately
fits several experimental capacitance data.14,24 The proposed
DOS shape is

α
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where q is the electronic charge; NL is the total number of
states below the CB; kB is the Boltzmann constant; and T is the
temperature. EFn is the Fermi level of the electrons, and α is an
adimensional parameter that, together with the conduction
band energy edge (EC), describes the DOS distribution of trap
states. Low values of α correspond to a broadening of the
density of localized states distribution and are related to a
reduction of the trapping phenomena associated with
recombination of photogenerated carriers. Typical α values
lay in the range 0.2−0.5,14 although values as small as ∼0.05
have also been reported.27

The semiconductor surface plays a crucial role in
determining the DSC conversion efficiency since the size and
morphology of TiO2 nanoparticles strongly affect the energetics
of trap states. The goal is to maintain a high surface area, typical
of nanometer-size nanoparticles, while reducing the number of
trap states inhibiting the charge collection at the counter
electrodes. This can be achieved by realizing photoanodes
made of one-dimensional nanocrystalline domains, where an
overall reduced number of intergrain defective interfaces can
lead to enhanced transport properties.28,29 However, at
relatively large volume one-dimensional nanostructures may
be less advantageous in terms of dye adsorption capability, with
respect to films constituted by spherical nanoparticles.30 As
predicted by the Wulff construction, the most stable form for
anatase NCs is a slightly truncated tetragonal bipyramid,31

where the (101) surface, being the most thermodynamically
stable, is largely predominant over the (001) surface (see
Scheme 1). By a careful control of the crystal growth process,
shaped-tailored anatase TiO2 NCs with exposed high-energy
(001) and (100) facets can be realized. The synthesis of
flattened truncated bipyramids in 200832 has paved the way to
elongated, rod-shaped33−36 and tetragonal cuboids37,38 of TiO2
NCs. A recent breakthrough has been the realization of

photoelectrodes with mesoporous TiO2 single crystals,39

showing electron mobilities higher than in conventional TiO2
nanoparticulated photoelectrodes. Photoanodes made of TiO2
one-dimensional nanocrystalline domains with various archi-
tectures have been considered to impose preferred electron
percolation pathways for photoinjected electrons. Branched
morphologies can be considered to enhance the dye loading
capacity of the film while still reducing the number of interfaces
between TiO2 NCs. Manca et al.29 analyzed in detail the impact
of the morphology of five families of shape-tailored TiO2
anatase NCs on the DSC photovoltaic behavior, namely,
three families of linear nanorods (NRs) with variable aspect
ratio (AR = 4, 8, 16) and two families of branched NRs with
openframework sheaf-like (B) and compact braid-like (BB)
morphology (see Table S1 in Supporting Information (SI)). It
was found that photoanodes made from linear-shaped NRs
with higher AR result in more remarkable downshift of the CB
(see Table S1, Supporting Information) that is expected to
favor the injection of photogenerated electrons from the
LUMO dye. It is however very challenging to disentangle the
change in exposed surface area from changes in interparticle
contact area when using conventional colloidal NCs, as the
exposed surface area of the porous films is inherently related to
the crystal size.
Recently, we investigated by quantum mechanical calcu-

lations the nature of electronic trap states in individual and
sintered realistic anatase TiO2 NCs of ca. 3 nm diameter,40

pointing out the presence of localized states causing an
exponential DOS tail ca. 0.3−0.4 eV below the fully delocalized
CB states. In this paper, we move further and employ quantum
mechanical DFT and tight-binding DFT (DFTB) calculations
to provide an in-depth analysis of the effect of the morphology
of realistic shape-tailored anatase TiO2 NCs up to 6 nm in
length, on the nature and distribution of the electronic trap
states. Starting from the equilibrium shape morphology of TiO2
NCs, we investigated the nature of trap states of elongated rod-
shaped and flattened bipyramids, modeling the linear-shaped
TiO2 NRs of ref 29. We also considered the effect of branched
morphology on the energy and distribution of traps states, by
investigating sintered TiO2 NCs assembled with two or three
units. Our calculations show that elongated TiO2 NCs, with
(100)-rich facets, are characterized by a broadening of the trap
density distribution, as testified by a decrease of the α values, in
agreement with available experimental trends for NRs of
increasing length.

2. COMPUTATIONAL AND EXPERIMENTAL METHODS
To model realistic TiO2 NCs containing up to ca. 3000 atoms, we
adopt a multistep computational strategy. We first carry out geometry
optimizations by employing self-consistent-charge density-functional
tight-binding (SCC-DFTB) methods within the DFTB program.41,42

We then perform single-point electronic structure calculations on the
optimized structures by means of semilocal (i.e., GGA) and nonlocal
(i.e., hybrid) DFT within the SIESTA,43 PWSCF,44 and ADF45,46

program packages (see below). Previous works have shown that DFTB
can predict band structures, geometrical parameters, and cohesive
energies of anatase polymorphs in good agreement with reference
DFT and available experimental data.47,48

For SIESTA calculations, we employed the GGA-PBE exchange-
correlation functional,49 together with pseudopotentials of the
Troullier−Martins type,50 to model the atomic cores and double-ζ
polarization (DZP) basis functions. The semicore 3s and 3p states of
Ti were included. A value of 200 meV for the cutoff radius of the
confined orbitals and a grid cutoff of 200 Ry have been considered.

Scheme 1. Schematic Drawings of a Single NC in the
Equilibrium Truncated Bipyramidal Shape (Middle), a
Flattened NC with Rich-(001) Facets (Left), and an
Elongated NC with Rich-(100) Facets (Right)
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The supercell has been generated automatically in the employed
models, allowing negligible interaction between neighboring clusters.
SIESTA has shown excellent performances for the calculations of both
clusters and periodic systems with a large number of atoms and has
also proven to be appropriate for calculations of TiO2 systems (see for
example refs 51−53). For PWSCF calculations, we employed the
GGA-PBE exchange-correlation functional,49 together with ultrasoft
pseudopotentials, as implemented in the Quantum Espresso pack-
age.44 Plane-wave basis set cutoffs for the smooth part of the wave
functions and the augmented density were 25 and 200 Ry, respectively.
A supercell was employed ensuring a minimum separation of 5 Å
between periodic images. ADF calculations were performed by
employing the hybrid functional B3LYP,54 together with the double-
ζ (DZ) basis set.
To check the accuracy of the GGA DFT approach for the

description of the electronic structure of TiO2 NCs, we compared the
GGA-PBE with hybrid B3LYP results with DZ basis set for a
(TiO2)161−(OH)3−H3 cluster model (see Figure S1 in the SI). As
shown in Table S2 in the SI, GGA-PBE and B3LYP give, respectively,
a value of 1.68 and 3.59 eV for the energy gap; i.e., the GGA method
strongly underestimates the energy gap with respect to the 3.2 eV
experimental band gap of anatase, while the hybrid functional
overestimates the energy gap, although being more accurate. This
result is in agreement with previous theoretical works,55−57 where the
performances of different exchange-correlation functionals on the
structural and electronic properties of anatase have been systematically
investigated. Indeed it is well known that standard GGA DFT methods
underestimate the bulk anatase energy gap, while using alternative
approaches, such as hybrid functionals or DFT+U methods,58−62 a
better agreement with experimental data is attained, at the expense of
an increased computational cost. Despite the discrepancy in the energy
gap values, the DOS for the unoccupied states show very similar
features for the two methods (GGA-PBE and hybrid-B3LYP level of
theory, see Figure S1 in SI). All the DOS curves have been obtained by
a Gaussian convolution of width σ (FWHM = 2.35σ). The DOS curve
computed with a hybrid functional is slightly flattened with respect to
that computed with the GGA method since the Hartree−Fock
exchange contribution tends to increase the amount of localized states
at lower energy. To verify the reliability of the GGA approach in the
description of the unoccupied states of anatase NCs, we also compare
the electron density distribution of the lowest molecular orbitals
computed with the GGA-PBE and hybrid B3LYP methods, finding
that the composition of the CB is very similar in both cases (see Figure
S2 in SI). We can therefore conclude that, even if the GGA approach
strongly underestimates the semiconductor energy gap and fails in the
description of localized states in reduced bulk anatase,63 both GGA
and hybrid methods deliver almost the same distribution for the
electronic states in the CB of anatase NC models. We are therefore
confident that the GGA approach is sufficiently accurate for the
comparison of unoccupied (both localized and delocalized) states of
anatase NCs with different size and shape. We further checked the
quality of the PBE/DZP approach, as implemented in SIESTA code,
for the electronic structure calculation of the cluster model 1, by
comparing the DOS obtained at the DFTB optimized geometry by
DFTB itself, PBE/DZP and PBE/PW levels of theory. The results,
Figure S3 in SI, indicate very similar DOS curves for the three
methods (the DFTB and PBE/PW curves are essentially indistinguish-
able). What is most relevant to our study, the shape of the DOS tail is
essentially the same in the three cases, despite that the three methods
deliver a different band gap for 1 (3.17, 1.91, and 1.68 eV for DFTB,
PBE/DZP, and PBE/PW, respectively).
On the basis of the above calibration studies, we have adopted the

PBE/DZP method to describe the electronic structure of individual
and sintered (two units) NCs, while the less computational intensive
DFTB method has been confidently used to study the electronic
structure of larger sintered NCs with three units.
Electrochemical impedance spectroscopy (EIS) spectra were

recorded using an AUTOLAB PGSTAT302N potentiostat operating
in a two-electrode mode. Measurements were carried out both in the
dark and under illumination at various forward bias voltages in the 300

kHz to 10 mHz frequency range and applying an AC voltage of 10 mV.
Bias potentials ranged from 0.5 to 0.82 V, depending on the open-
circuit photopotential of the cell under illumination at 1 sun. The
frequency-dependent impedance was fitted by using the Z-view
software.

The charge extraction technique was used to estimate the amount of
charges stored in the cell under variable working conditions. In
particular, cells were kept at open circuit under a given white light
intensity supplied using white LEDs (Luxeon, LXML-PWC2). As soon
the LED was switched off, the cell was simultaneously short-circuited,
and the resulting discharge current was integrated to calculate the total
charge density in the photoelectrode. In this way the recombination
loss during charge extraction could be reasonably neglected. The
intensity from the LEDS was controlled by varying the current from a
Keithley Source Meter 2440. Light intensity was quoted in “sun”
equivalents calibrated with a spectrally matched silicon photodiode.

3. RESULTS AND DISCUSSION
3.1. Electrochemical Properties. In Figure 1 we report

the plots of the chemical capacitance for the above referenced

five different breeds of photoelectrodes (PEs) as a function of
the equivalent conduction band potential, which helps to
visualize the remarkable differences attributable to the
contribution of the Helmholtz layer capacitance (which are
basically proportional to the surface area) at potentials lower
than 0.7 V.
At the lower potentials the measured electrochemical

capacitance is dominated by the Helmholtz layer, CH, and by
the adsorbed ionic species, Cad, whereas at higher ones the
chemical capacitance of TiO2, Cμ, governs the capacitive
response of the cell.64 The latter also exhibits an exponential
trend as a function of Vcorr,

29 which arises from energetic
distribution of the trap state density just below the conduction
band edge. Such a distribution is governed by the parameter α
(α = T/T0 where T0 is the characteristic temperature of the
distribution) according to64,65

α=μ

⎛
⎝⎜

⎞
⎠⎟C C

e
k T

Vexp0
B

corr
(2)

In our case the intimate morphology of the TiO2 building
blocks is determining not only the absolute magnitude of this
parameter but also the slope of the logarithmic plot.
Cμ depends on the DOS in TiO2, g(EFn), according to the

following equation66

Figure 1. Chemical capacitance of the TiO2 photoelectrodes for
different devices as a function of the equivalent conduction band
potential obtained from impedance spectra under 1 sun illumination.
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= −μC L p qg E(1 ) ( )Fn (3)

where L represents the TiO2 film thickness; p is its porosity;
and g(EFn) is given by eq 1.
Chemical capacitance Cμ thus provides quantitative informa-

tion about the position of the CB as well as about the value of
the band shift (ΔEc) with respect to a reference electrode. In
this work AR4-PE has been assumed as a reference electrode.
Voltage potential at the equivalent conduction band position

Vecb can be defined as the following

= − ΔV V E q/ecb corr c (4)

By replacing the expression of Vcorr from eq 4 into eq 2 it is thus
possible to plot the chemical capacitance as a function of Vecb
and compare the energetic distributions of the here referred to
five TiO2 films at a fixed value of electron density.
3.2. Structural Properties. We generated the starting NC

structures by cleaving bulk anatase TiO2 according to the
typical bipyramidal Wulff shape. The resulting NCs expose
(101) surfaces on the lateral facets, (001) surfaces on the
truncation facets, and (100) surfaces at the junction of the two
pyramids. After verifying the impossibility to generate perfectly
crystalline and stoichiometric, (TiO2)n, truncated bipyramidal
NC structures, we build up our models in the following: by
saturating on the (001) surfaces (i) all the monocoordinated
dangling oxygen atoms by hydrogen atoms and (ii) all the
tetracoordinated titanium atoms with OH groups (see Figure
2). With reference to the equilibrium NC bipyramidal shape,

we considered linear NC models with various morphologies,
with length up to 6 nm. Taking into account a (TiO2)411−
(OH)6−H6 NC (structure 1 in Figure 2) as an equilibrium-
shaped structure (B/A = 0.30), we considered three elongated
rod-shaped TiO2 NC structures with increasing (100) surface
facets, namely, (TiO2)580−(OH)6−H6, 2, (TiO2)749−(OH)6−
H6, 3, and (TiO2)918−(OH)6−H6, 4, and one flattened NC
structure, namely, (TiO2)554−(OH)7−H7, 5 (see Figure 2).
Branched morphologies have been also investigated by
sintering NCs in the structure 1, attaching two or three single
crystals through the 101/101 facets (see Figure 3).

As described in detail in ref 40, the facets of our NC models
are characterized by Ti and O atoms undercoordinated with
respect to the bulk, where Ti and O atoms have a pseudo-
octahedral (Ti6c) and pseudo-trigonal (O3c) coordination,
respectively. In particular, for all the considered NC models,
five-fold Ti4+ (Ti5c) and two-fold coordinated O2− (O2c) sites
are present on the (101) and (001) facets, as found on
extended surfaces.67−69 In structure 1, we also identified four
tetracoordinated Ti4+ sites (Ti4c) that occur on the vertices at
the intersection of the four (101) cleavage planes and give rise
to (100) facets, constituting like a belt around the NC square
cross-section of the NC. We verified the impossibility to
generate NC models without (100) facets that unavoidably
arise upon TiO2 bulk cleavage along the (101) Miller planes;
i.e., the undercoordinated Ti4c sites represent an intrinsic
characteristic of TiO2 NCs. In the elongated rod-shaped NC
models 2−4 the (100) facet length along the [001] direction
increases with respect to 1, together with the number of the
undercoordinated Ti4c sites lying on the (100) facets. For
instance, passing from 1 to 4, the (100) surface percentage is
tripled, while the (101) and (100) surface percentages are
halved and unaltered, respectively (see Figure 2). Accordingly,
in 2, 3, and 4 we can distinguish, respectively, two, three, and
four belts constituted by (100) facets, each belt involving four
undercoordinated Ti4c sites at the vertexes of the NC square
cross-section, that are able to act as traps for electrons. The
presence of undercoordinated Ti4c sites in the TiO2
mesoporous films and their correlation with trap states for
electronic transport has been the subject of various papers by
Teng et al.70−72 In the flattened NC model 5, the bipyramid
cross-section area has grown along the [010] direction, causing
an increase of the A parameter value. In particular, in structure
5 we fix the values of B, C, and h parameter as in 1, while
increasing A from 22 to 26 Å. The net result is a doubling of the
(001) surface percentage at the expense of (101) and (100)
with respect to the equilibrium shape 1 (see Figure 2 and Table
S1 in SI).
Upon geometry optimization of 1−5 NCs, the largest

structural distortions with respect to the bulk crystalline
structures occur at the Ti4c undercoordinated sites, which
rearrange from the undercoordinated octahedral configuration,
characteristic of the bulk-truncated structure, to a distorted
tetrahedral configuration. This feature is found in all the
investigated NC models at all levels of theory employed, thus
suggesting that the presence of pseudotetrahedral Ti4c sites is a
typical feature of these NC structures. Moreover, the rod-
shaped 2−4 NCs with larger (100) exposed facets show a
remarkable distortion from the bulk structure, thus suggesting
that the inherent electronic trap states will affect strongly the
charge carrier transport through the TiO2 mesoporous film. On

Figure 2. Optimized geometries for equilibrium-shaped (1), elongated
rod-shaped (2−4), and flattened (5) TiO2 NC models. The main
geometrical parameters (h and A, see Scheme 1) are also shown (in
Angstrom), together with the facet percentage of the (101), (001), and
(100) surfaces. A complete list of the geometrical parameters is
reported in Table S1 in the SI.

Figure 3. Optimized geometries for two-sintered (1_2S, left) and
three-sintered (linear 1_3S_LINEAR, middle, and zig-zag 1_3S_ZIG-
ZAG, left, configuration) NCs, the constituting units being model 1.
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the other hand, NC 5, retaining almost the same (100) surface
percentage of 1, is expected to possess almost the same
distribution of inherent trap states.
To investigate the effect of branched morphologies on the

trap state distribution, we also considered sintered NCs,
constituted by two (1_2S) or three units (1_3S) of 1 attached
by 101/101 interfaces (see Figure 3), that have been computed
as the most effective interactions in our previous study.40 Upon
geometry optimization, the structure of two/three NCs tends
to become similar to a bulk structure, thus attaining
crystallographic matching with each other. The reconstruction
of the sintered NCs is expected to decrease the trapping events
in electron transport. A linear (1_3S_LINEAR) and a zig-zag
(1_3S_ZIG_ZAG) configuration has been verified for three
units sintered NCs, the former being more stable by 6.2 eV.
3.3. Electronic Properties of Shape-Tailored Individ-

ual and Sintered TiO2 NCs. The electronic structures of NCs
1−5 computed at the PBE/DZP (DFTB) level of theory are
compared in terms of density of states (DOS), focusing on the
manifold of unoccupied states (see Figure 4 and S4 in SI). For

elongated NCs, we find the band gap values slightly decreasing
from 1.91 (3.17) eV in 1 to 1.79 (2.94) in 4, essentially due to
an up-shift and a down-shift in energy of the HOMO and
LUMO, respectively, while for the flattened NC 5 the band gap
is unaltered with respect to 2 (see Table S3 in SI).
To compare the calculated DOS for TiO2 NCs with available

experimental data from capacitance measurements on dye-
sensitized TiO2,

29 we fitted our data to eq 1 in its logarithmic
form. As shown in Figure 5 and Figure S5 in the SI, very good
linear fits (R2 = 0.99) were obtained in an energy range ca. 0.1−
0.7 (0.1−0.6) eV above the LUMO. Below 0.1 eV, a few
localized states are found, while above 0.7 (0.6) eV the DOS of
our models changes its shape and slope due to the finite
system’s dimension. Also notice that although a Gaussian
broadening has been used to calculate the DOS, this should not
directly influence the fit, which does not include the tail below
the LUMO originated by the broadening. The resulting α and
Ec values (cf. eq 1) for NCs 1−5 are reported in Figure 5 and
Table S6 in the SI (at T = 300 K). For elongated rod-shaped
NC models, α values computed at the PBE/DZP (DFTB) level
of theory sligtly decrease from 0.136 (0.119) in 1 to 0.119
(0.104) in 4, in fairly good agreement with the experimental
trend observed in ref 29, while the flattened model 5 retains
almost the same α value of 2, i.e., 0.128 (0.104). The α values
computed at the DFTB level of theory show a similar trend as
the more accurate PBE/DZP calculations (see Table S6 in SI).
Although the computed α values are on the lower edge of
measured data (0.25−0.33),29 our calculations correctly
reproduce the effect of the NC morphology on the trap state
distribution, pointing out a decrease in the α value for NCs
with higher AR. However, TiO2 NCs constituting DSC
photoelectrodes29 have an AR considerably higher with respect
to the employed NC models, so that lower α values are
reasonably expected from our calculations. A decrease in the α
value corresponds to a broadening of the trap state distribution
and is related to a reduction of trapping events in electron
transport. We also notice that the computed Ec values show a
downward energy shift by 0.264 (0.314) eV passing from 1 to
4, showing that rod-shaped NCs have lower values for Ec. The
flattened model 5 shows an Ec equal to −0.308 eV, i.e., a value
that is intermediate between 2 and 3. However, the
determination of Ec values strongly depends on the total trap
density NL that is expected to vary, changing the TiO2 NC
morphology (see Table S1, SI), so that the evaluation of the
conduction band edge Ec is still arbitrary, while the α values are
expected to be less sensitive to the total trap density NL.
A recent study on the charge carrier transport properties in

TiO2 mesoporous films for photocatalytic applications73 has
shows that a reduction of the charge carrier recombination can
be attained by controlling the percentage of the high-energy
(100) and (001) facets, acting as oxidation sites, with respect to
the more thermodynamically stable (101) facets, acting as
reduction sites. An optimum ratio of the surface percentage of
adjacent (101) and (100) facets that are likely to trap electrons
and holes, respectively, can lead to an optimum pathway length
of the photogenerated carriers in TiO2 NCs and a minimization
of the recombination events.74 The investigated rod-shaped NC
models show an increase of the (100) percentage facets at the
expense of the thermodynamically most stable (101)
percentage facets (see Figure 1 and Table S1, SI). The
reduction of trapping events in electron transport for lower α
values can be related to the increase of the (100) facets, passing
from 22% in 1 to 58% in 4 and allowing a longer lifetime for the

Figure 4. Top of the panel: DOS profile (300 lowest unoccupied
states) for models 1−5 (also shown as insets) calculated at the DFTB
optimized geometry with PBE/DZP level of theory (σ = 0.18 eV). The
five DOS have been aligned at their maximum. The zero of the energy
is set at the LUMO for each data set. Bottom of the panel: a
magnification of the low-energy region up to 0.7 eV from the LUMO
of each data set (σ = 0.08 eV).
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photogenerated electrons. It is worth noting that, despite the
high S100 percentage of 4 (58%), the α value only slightly
decreases, passing from 3 (0.123) to 4 (0.119). This can be due
to the low percentage of the (101) surface that has been shown
to play a crucial role in the charge transport of TiO2 NCs.
For all the considered NCs, we find that the unoccupied

states of lowest energy, of titanium t2g character, are localized
within the central part of the NC (see left panel of Figure 6),
mainly lying across the (100) and (101) surfaces. At higher
energy, the unoccupied states are progressively more
delocalized (right of Figure 6) with the lowest-energy state
completely delocalized over the NC structure being found ca.
0.2−0.4 eV above the LUMO, in agreement with both
electrochemical and spectroelectrochemical results10,11 and
with the data fit analysis presented above.
The computed DOS for the investigated sintered config-

urations confirms that the shape of the CB DOS is essentially
unaffected by the NC boundaries, due to the almost perfect
formation of crystalline domains, while small differences are
found in the DOS tail, due to the reconstruction of bulk TiO2
structure upon saturation of undercoordinated Ti sites. Indeed
the calculated α values (T = 300 K) for 1 and 1_2S at the PBE/
DZP level of theory (see Figure 7) are almost unaffected by
sintering, passing from 0.136 to 0.131. The computed α values
(T = 300 K) at the DFTB level of theory for three units
sintered TiO2 NCs show essentially the same values of one
individual unit (0.119).

4. CONCLUSIONS

We have performed a detailed computational study to
investigate the nature and distribution of electronic trap states
in shape-tailored anatase TiO2 NCs, comparing our results to
experimental capacitance measurements. Linear NC models
with various morphologies, reproducing both flattened and

elongated rod-shaped TiO2 NCs, have been investigated with
DFT-based methods, attempting to clarify the effect of the
crystal facet percentage on the NC electronic structure, with
particular reference to the energetics and distribution of trap

Figure 5. Linear fit (ln[g(EFn)] = ln a + a·(EFn − b), with a = α, b = −Ec, dotted line) of log data obtained from the DOS (300 lowest unoccupied
states, full line) of models 1−5 (also shown as insets) calculated at the DFTB optimized geometry with PBE/DZP level of theory (σ = 0.008 eV).
The zero of the energy is set at the LUMO for each data set. Ec and ELUMO are given in eV.

Figure 6. Molecular orbitals of model 4, representative of localized
trap states (left) and delocalized electronic states (right).
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states. We also considered the effect of branched morphology
on the energy and distribution of traps states, by investigating
sintered TiO2 NCs assembled with two or three units.
The calculated densities of states below the CB edge have

been very well fitted to an exponential distribution of states and
have been correlated with experimental capacitance data. In
agreement with the extrapolated chemical capacitance values,
our calculations show that elongated rod-shaped NCs, with
lower (101) and higher (100) surface percentage, are
characterized by a broadening of the trap density distribution,
as testified by a decrease of the α values, so that enhanced
photovoltaic performances are expected. It is worth noting that
the above referenced energetic considerations have been
deduced from DFT calculations conducted on single TiO2

NC building blocks. However, changes to the surface properties
of the photoanodes are usually reflected in the density of sub-
bandgap states of the material. DOS of different photo-
electrodes reported in ref 29 have been in fact extrapolated
from the electrochemical capacitance values measured on the
sintered mesostructured film, which implies that a relevant
contribution to the determination of number of trap states NL

comes from grain boundaries at the sintering necks, and the
number of grain boundaries strongly depends on the size and
shape of NCs. In ref 29 the thickness of the film has indeed
been kept constant, whereas the total surface area (and hence
the total number of necks linking two neighboring NCs)
sensitively varied as a function of the intimate morphology of
the constituting NRs. CBs were in fact characterized by the
minimum number of grain boundaries, and they correspond-
ingly exhibit the lowest value of α (even if the overall aspect
ratio is lower than 6). However, recent studies on films with the
same morphology but different crystal size showed that the trap
density was relatively independent of the density of grain
boundaries, suggesting that the morphological dimensions, not
grain boundaries, primarily determine the trap density.75 This
supports the consistency of our calculations.
Our study highlights the key role of the fine tuning of the

NC morphology for the control of the energetics and
distribution of trap states in nanostructured TiO2 films, aiming
to facilitate the electron transport, minimize the recombination
losses, and increase the charge-collection efficiency. In
particular, our results point to the importance of a balance
between the low-energy (101) and high-energy (100)/(001)
surface facets in individual TiO2 NCs to enhance the
photoconversion efficiency in DSCs. We believe this study to
open the way to the further optimization of different TiO2

morphologies for photocatalytic and solar cell applications, by
establishing the required structure/property relations.
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